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Summary: State-of-the-art climate models are characterized by substantial deficiencies and their projections for the 21st century differ considerably depending on their specific initial conditions and physical parameterizations. Perturbed physics ensembles represent a promising tool to delimit the range of model uncertainty in a probabilistic sense. Yet large ensembles with complex climate models are still constrained by available computer resources. Here, an extended energy balance model with a stochastic weather term, feedback, and natural and anthropogenic forcings is used to investigate the potential of large perturbed physics ensembles. Up to 100,000 simulations for the 20th and 21st centuries are realized, assembling appropriate random numbers for 9 different model parameters. Bayesian model averaging is applied to filter the simulations in the face of observed temperatures and measurement error. The resulting ensemble mean has learned noticeably from the data and is very close to the observed time series of global-mean temperature. It differs markedly from the CMIP3 and CMIP5 multimodel ensemble means, especially in terms of more realistic decadal temperature variations due to the learning effect by means of the Bayesian approach. The sensitivity of the model and the Bayesian filter is assessed with respect to the model design and the estimated observational error, respectively.
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1 Introduction

Climate modeling is an indispensable tool to assess the future pathway of the Earth’s climate under ongoing anthropogenic forcing. In contrast to purely statistical models which may be useful for shorter-term climate predictions (Lean and Rind 2009; Schönwieße et al. 2010), physically based climate models account for most of the processes and their non-linear interactions needed for the simulation of longer-term climate change (Murphy et al. 2004). However, climate model projections are uncertain by nature. Major sources of uncertainty are given by the unknown initial conditions of a simulation, missing processes and feedbacks and, in particular, the various physical parameterizations representing the effects of unresolved subgrid-scale processes (Palmer and Anderson 1994; Palmer and Williams 2008).
As a consequence, climate models exhibit more or less striking biases with respect to observed climate features and their projections differ considerably. The first problem can be partly solved by statistical calibration in order to make climate model data suitable for impact models and past climate assessment (Hansen and Emanuel 2003; Doblas-Reyes et al. 2005; Paeth 2011; Paeth and Diederich 2011). The latter problem is more complex since the reliability of a future climate simulation cannot be determined immediately. Therefore, it is expedient to have a variety of model projections that span a certain range of conceivable future evolutions under reasonable boundary conditions and forcings (IPCC 2007). This leads to the concept of probabilistic climate prediction that aims at quantifying – though not limiting – uncertainty in climate projections (Räisänen and Hasselmann 2001; Wigley and Raper 2001; Forest et al. 2002; Collins et al. 2006; Paeth et al. 2013).

Many authors have evaluated climate change signals against the background of varying initial conditions and model spread and concluded that the human dimension of climate change often stands back from these sources of uncertainty (e.g., Paeth and Hense 2002; Tebaldi et al. 2005; IPCC 2007; Paeth and Pollinger 2010; Paeth et al. 2011a), which leaves us in a somehow embarrassed situation: On the one hand, scientists and decision makers on the climate impact side require a quite accurate insight into the future behaviour of climate, pleading towards a reduction of model spread. On the other hand, we still risk underestimating the range of possible future climate pathways since some feedbacks in the system or more extreme emissions scenarios are not yet accounted for in state-of-the-art climate models (Stainforth et al. 2005). In addition, climate models are quite close to each other in terms of some parameterizations and other characteristics which, themselves, are subject to large uncertainty (cf. IPCC 2013).

The best option is to vary all more or less uncertain model parameters simultaneously, according to appropriate probability distributions, and to evaluate the resulting ensemble in a probabilistic sense. This goes back to the idea of stochastic climate modeling (Hasselmann 1976). Indeed, Palmer and Williams (2008) postulate the upcoming era when climate models become stochastic with respect to their subgrid-scale processes. However, the challenge is enormous: Jackson et al. (2004) estimated that to properly assess a multi-dimensional probability distribution, which is based on no more than 10 model parameters, between 10^4 and 10^8 runs with a general circulation model (GCM) are required – a task that they judged to be impractical. Meanwhile, some benchmarks have been achieved in the form of so-called perturbed physics ensembles (PPEs). Some model parameters are randomly disturbed in PPEs before the simulation starts, and are then held constant over the entire simulation. In contrast, the original idea of stochastic modeling was to disturb the model parameters continuously during the simulation (Hasselmann 1976). It could be shown very recently that from a mathematical perspective such an approach is principally feasible on the basis of primitive equations that represent the dynamical core of climate models (Andreas Hense, personal communication).

In terms of previous studies with PPEs, Murphy et al. (2004) realized a 53-member ensemble with the atmospheric version of the Hadley Centre climate model, perturbing certain model parameters according to expert appraisal. Collins et al. (2006) made a similar analysis based on 17 ensemble members from the coupled version of the same model. Stainforth et al. (2005) even carried out 2,578 equilibrium experiments with perturbed physics for three 15-year time slices, which lead to a future warming rate that ranged between +2 °C and +11 °C; Piani et al. (2005) evaluated the confidence intervals for these.

As these extensive modeling efforts still do not meet the criterion according to Jackson et al. (2004), other studies relied on climate models with lower complexity in order to investigate the potential and requirements of climate modeling with perturbed parameters (Allen et al. 2000; Tomassini et al. 2007; Paeth et al. 2011b). Energy balance models (EBMs) play an important role in these climate models. In contrast to GCMs, EBMs are not three-dimensional but one- or zero-dimensional. Being based on the Earth’s radiation budget, EBMs are closely tied to the global mean temperature. Although they do not account for atmospheric circulation and may neglect a number of processes and feedback mechanisms in the climate system, they have two prominent advantages: (1) ensemble sizes of several thousands of simulations can be realized, and (2) they represent an excellent tool towards sensitivity studies and process understanding.

Given the constraints in classic GCMs and the need for climate model ensembles with perturbed physics, the goal of the present study is to assess the potential of very large ensembles of climate model simulations with perturbed physics. For this purpose, a sophisticated EBM with feedback and a stochastic weather term was developed that simulates
transient variations and changes of the global-mean near-surface temperature under natural and anthropogenic forcings over the 20\textsuperscript{th} and 21\textsuperscript{st} centuries. The model comprises 9 parameters that are perturbed by imposing appropriate random numbers. It does not account for spatial variability and reduces the climate change problem to only one variable. Nevertheless, global-mean temperature is a crucial indicator of climate change for policy makers and planners (Stott and Kettleborough 2002; Lean and Rind 2009; Schönwiese et al. 2010) and it can be expected that EBMs have some skill in terms of the observed temperature time series, if boundary conditions and model parameters are realistically assigned (North et al. 1981). However, the major advantage is that the EBM approach can produce ensemble sizes in the order of magnitude required by Jackson et al. (2004) and, hence, allows for assessing the potential of large PPEs under various constraints.

Some of these constraints are the observational data themselves and their uncertainty. The idea of assigning weights to individual climate model simulations according to their ability to reproduce specific observed climate characteristics has some tradition (Allen et al. 2000). Model ability is determined by means of statistical methods such as regression models (Krishnamurti et al. 1999; Hansen and Emanuel 2003), eigen-value approaches (Doblas-Reyes et al. 2005) or, in particular, the Bayesian decision theorem (Tebaldi et al. 2005; Tomassini et al. 2007). The latter has its points because it accounts for the undeniable uncertainty of observational data and does not make assumptions on linearity (Jackson et al. 2004). The Bayesian method used in this study is called Bayesian model averaging (BMA) (Min and Hense 2006; Paeth et al. 2011b), although we do not use different but rather the same model with different parameter settings, or Bayesian updating according to Rougier (2007). It can be described as a filter of model simulations based on observational data combined with prior assumptions on the simulation and/or model (Min and Hense 2006; Paeth et al. 2011b). Related applications of the Bayesian approach refer to the climate change detection and attribution issue (Leroy 1998; Paeth et al. 2008). Craig et al. (2001) even suggest that all model simulations of complex non-linear systems should pass through a Bayesian filter.

The methodical approach is described in section 2, including the setup of the EBM and of the Monte Carlo experiments and the design of the Bayesian filter. Results are presented in section 3 and discussed in section 4 with respect to the climate change issue in general and the required PPE design for climate models of higher complexity. In section 5, the main conclusions from this study are drawn.

2 Methods

The approach basically consists of four steps that are illustrated in figure 1. First, a sophisticated EBM is developed, which represent the physical process model of this study. Second, model parameters are perturbed statistically and a large ensemble of Monte Carlo simulations with perturbed physics is realized. Third, a Bayesian filter is applied based on the observed time series of global mean temperature, leading to a calibrated ensemble of climate simulations.

2.1 Process model

For specific climatological problems in the field of process understanding and sensitivity studies, EBMs represent a useful option (North et al. 1981; Kettleborough et al. 2007). In contrast to Tomassini et al. (2007), the EBM used here is zero-dimensional, requiring some cautious consideration of the remaining degrees of freedom (see below). It simulates the temporal evolution of the global-mean near-surface temperature \( T \) as a function of the Earth’s surface energy balance. As a positive feedback surface albedo is dependent on temperature and a stochastic term is introduced to excite tem-
temperature variability at various time scales according to Storch et al. (1999). In addition, solar variability and variations in greenhouse gas (GHG) and aerosol concentrations are taken into account. The discretized model equation for \( T \) can be written as

\[
T(t) = T(t-1) + \frac{\Delta t}{c_w} \left[ T(t) - a(T(t-1)) \right] + \kappa(t) \left[ \frac{T(t)}{4} - E \cdot \sigma \cdot T(t-1)^4 \cdot \pi(t) \right]
\]

(1)

where \( \Delta t \) denotes a time step of 10 days according to the typical sequence of weather types in the middle latitudes, \( c_w \) is the oceanic heat storage capacity, which governs the response time of temperature to any kind of external forcing or internal perturbation. The default for \( c_w \) is set to 20 \( \cdot \) 10\(^7\) \( \text{J} \text{m}^{-3} \text{K}^{-1} \), representing an aqua-planet with an oceanic mixed-layer depth of 50 m. Note this one and some other parameter settings are adopted from Storch et al. (1999). The default values for every model parameter are given in the third column of table 1. \( E \) accounts for the different spectral emissivity of the Earth’s surface and is set to 0.95 by default, \( \sigma = 5.67 \cdot 10^{-8} \text{W} \text{m}^{-2} \text{K}^{-4} \) is the Stefan-Boltzmann constant.

Total solar irradiance \( I_k \) is time-dependent following the major quasi-periodic cycles of solar variability. For the simulation period 1900–2100 a future prediction of \( I_k \) is required. A simple repetition of solar cycle 23 as in Lean and Rind (2009) is not convenient for a long-term prediction until 2100. In addition, past and future solar irradiance is subject to uncertainty and, hence, should be part of the perturbed physics approach. Therefore, a harmonic analysis has been applied (see Fig. 2) to the observed time series of solar irradiance since 1900 (Lean 2000; Wang et al. 2005), which leads to the following equation for \( I_k \) depending on time \( t \)

\[
I_k = \overline{I_k} + \sum_{i=1}^{n} A_k \cdot \cos \left( \frac{2\pi}{P} \cdot k \cdot t \right) + B_k \cdot \sin \left( \frac{2\pi}{P} \cdot k \cdot t \right)
\]

(2)

with

\[
A_k = \frac{2}{n} \sum_{i=1}^{n} y(t) \cdot \cos \left( \frac{2\pi}{P} \cdot k \cdot 2 \right)
\]

(3)

\[
B_k = \frac{2}{n} \sum_{i=1}^{n} y(t) \cdot \sin \left( \frac{2\pi}{P} \cdot k \cdot 2 \right)
\]

(4)

as the coefficients of the Fourier-Bessel expansion for harmonic \( k \). \( y(t) \) is the observed solar irradiance time series of length \( n \) and \( P \) denotes the basic period (Wilks 2006). Here, \( P \) equals 176 by default such that the quasi-periodic 88-year Gleissberg and 11-year sun spot cycles are integer factors of \( P \) (Hoyt and Schatten 1993). This approach for \( I_k \) is not necessarily better than any other assessment of solar variability but it allows for reducing the problem to a manageable number of parameters. Note that volcanic eruptions could also be accounted for by an abrupt reduction of \( I_k \) and a subsequent relaxation time of several months or years. Yet as future volcanic eruptions cannot be anticipated several years or decades ahead and, hence, no predictability can arise from this forcing component, volcanism will be disregarded in this study.

Surface albedo \( \alpha \) is considered as a function of temperature \( T \) in the sense that higher (lower) global

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>( \mu_\eta )</th>
<th>( \sigma_\eta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>heat capacity</td>
<td>( \epsilon_w )</td>
<td>20 ( \cdot ) 10(^7)</td>
<td>5 ( \cdot ) 10(^7)</td>
</tr>
<tr>
<td>emissivity</td>
<td>( E )</td>
<td>0.95</td>
<td>0.008</td>
</tr>
<tr>
<td>weather variability</td>
<td>( \sigma_\omega )</td>
<td>0.02</td>
<td>0.005</td>
</tr>
<tr>
<td>initial value</td>
<td>( T_0 )</td>
<td>288.15</td>
<td>0.5</td>
</tr>
<tr>
<td>greenhouse forcing</td>
<td>( \chi_2011 )</td>
<td>0.63625</td>
<td>0.0003</td>
</tr>
<tr>
<td>aerosol forcing</td>
<td>( \kappa_2003 )</td>
<td>0.00351</td>
<td>0.001</td>
</tr>
<tr>
<td>amplitude of albedo feedback</td>
<td>( \lambda )</td>
<td>0.027</td>
<td>0.007</td>
</tr>
<tr>
<td>transition of albedo feedback</td>
<td>( \nu )</td>
<td>1.548</td>
<td>0.3</td>
</tr>
<tr>
<td>phase shift of solar forcing</td>
<td>( P )</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>
al-mean temperature is associated with lower (higher) snow and ice cover and, thus, lower (higher) albedo. This relationship can be described with a hyperbolic function in the form

\[ \alpha(T) = 0.3 \cdot \left[ 1 - \lambda \cdot \tanh \left( \nu \cdot (T - 288.15) \right) \right] \quad (5) \]

where \( \lambda \) is proportional to the amplitude of the function as a measure of the temperature sensitivity of \( \alpha \), and \( \nu \) defines the abruptness of the transition from high to low surface albedo, depending on attenuating effects in the climate system, i.e., negative feedbacks. The constants fix the inflexion point of the function at a spatial and temporal mean surface albedo of 0.30 and mean surface temperature of 15 °C. For the mean appearance of the hyperbolic function for \( \alpha \) in figure 3b, \( \lambda \) is set to 0.025 and \( \nu \) to 1.55 (cf. Storch et al. 1999). The positive albedo feedback is an important source of variability in the EBM, enhancing the amplitudes and causing a red shift in the spectrum of temperature variations and affecting the sensitivity of the model (Roel and Baker 2007).

Forcing by atmospheric aerosols, in particular anthropogenic sulphate aerosols, is parameterized by an additional surface albedo \( \kappa \) as a function of time \( t \). According to IPCC (2013), the estimated net radiative forcing due to the direct and first indirect effects of aerosols in 2003 was \( F = -1.2 \cdot \frac{W}{m^2} \). In the EBM this is equivalent to

\[ \kappa(2003) = \frac{-F}{I_L} = 0.00351 \quad (6) \]

Referring to the time series of \( \mathrm{SO}_2 \) emissions from Smith et al. (2004), \( \kappa(2003) \) is assumed to be the maximum and at the beginning of the EBM simulations in 1900 \( F = -0.17 \cdot \frac{W}{m^2} \). The third basic value in the year 2100 is taken from the SRES A1B emissions scenario with \( F = -0.8 \cdot \frac{W}{m^2} \) (Nakicenovic and Swart 2000). The temporal interpolation of \( \kappa \) is done by fitting a second-order polynomial, leading to the baseline aerosol scenario in figure 3e.

Finally, \( \tau(t) \) denotes the time-dependent transmissivity of the Earth’s atmosphere with respect to outgoing long-wave radiation. It is composed of a shorter-term fluctuation \( \omega(t) \) related to cloudiness and atmospheric water vapour content, and a longer-term trend due to the GHG increase:

\[ \tau(t) = \omega(t) + \chi(t) \quad (7) \]

As \( \chi(t) \) can neither be measured directly nor deduced theoretically, it is a tuning parameter of the EBM. Under early-industrial conditions it is set to \( \chi(1900) = 0.644 \), implying a global mean temperature of \( T = 288.15 \) K. Up to today, increasing GHG concentrations may have caused a global warming of 0.8 °C compared with the pre-industrial era (IPCC 2007; Lean and Rind 2009; Schonweise et al. 2010), which corresponds to \( \chi(2011) = 0.636 \). The CMIP3 multi-model ensemble mean response to the greenhouse forcing under SRES A1B emissions scenario suggests a warming rate of 2.9 °C until 2100 (IPCC 2007), leading to \( \chi(2100) = 0.62 \). The baseline GHG scenario in figure 3d arises from a second-order polynomial fit to these three basic values of \( \chi(t) \). This non-linear negative trend of atmospheric transmissivity is superimposed by short-term fluctuations at the synoptic time scale. For \( \omega(t) \) log-normally distributed random numbers with \( \mu = 0 \) and \( \sigma = 0.02 \) are drawn (Fig. 3a). This agrees with satellite data revealing that total global cloudiness and atmospheric water vapour content varies by up to 3% at time scales of days to weeks (Storch et al. 1999). Each simulation receives a different random sequence of short-term weather fluctuations. \( \omega(t) \) introduces a stochastic weather term to Eq. 1 and, hence, represents the major source of internal variability in the EBM. Although \( \omega(t) \) arises from a white-noise process, the spectrum of temperature variations experiences a red shift (cf. Storch et al. 1999). Internal variability also arises from the initial value of \( T \), which is set to \( T_0 = 288.15 \) K by default.

### 2.2 Perturbed physics ensemble

The process model described in subsection 2.1 contains parameters for which plausible estimates can be made from measurements and observational data, nevertheless, they are subject to uncertainty.
Fig. 3: Mean evolution and minimum-maximum ranges of the considered boundary conditions according to table 1: (a) stochastic weather forcing with the largest, the mean and the smallest value for $\sigma_\omega$, (b) albedo-temperature feedback, (c) solar constant in $\text{W m}^{-2}$ is, (d) greenhouse forcing translated into transmissivity changes, (e) aerosols forcing translated into albedo changes.
A good model simulation arises from an appropriate combination of parameters – appropriate in a sense that the model is close to the empirical data for which it constitutes the theoretical background. The PPE approach is targeted on finding such parameter sets from a large sample of random combinations (Hasselmann 1976; Palmer and Williams 2008). In this study, the PPE is based on $p = 9$ parameters of the EBM listed in table 1. The means and some of the standard deviations of the perturbed model parameters were derived from literature sources (cf. Storch et al. 1999; Smith et al. 2004; IPCC 2007). Some other standard deviations in table 1 are more or less intuitive. Therefore, the sensitivity of the PPE to this choice will also be assessed. Furthermore, it is assumed that the inflexion point in Eq. 5 and the early-industrial GHG and aerosol forcings are assured. In addition, the radiative forcing in 2100 is fixed on the SRES A1B emissions scenario (Nakicenovic and Swart 2000). Thus, uncertainties in the emissions scenarios are not accounted for (cf. Schenk and Lensink 2007).

Up to 100,000 ensemble members, $i$, are realized each with statistically independent perturbations of the parameter set $\theta_i$. In contrast to Murphy et al. (2004) and Stainforth et al. (2005), the prior probability for specific parameter settings is not based on expert knowledge. All model parameters are varied according to appropriate probability density functions (PDFs), as recommended by Lempert et al. (2004). For the phase shift $P$ of the solar cycles, a Gaussian PDF with $\mu$ and $\sigma$ according to table 1 can be assumed. The extraction of normally distributed random numbers $\chi_i$ is done by means of the Box-Muller method (Wilks 2006). All other perturbed model parameters $\eta_i$ in table 1 must not become negative. Accordingly, Gamma distributed variates are derived using the expectations and standard deviations listed in table 1 (Wilks 2006).

### 2.3 Bayesian model averaging

Given the considerable model spread arising from the PPE approach, an objective tool is required to decide which simulation is more likely than another. If this decision is made with respect to uncertain observational data, Bayesian theory is an appropriate methodical option (Bernardo and Smith 1994; Jackson et al. 2004). In the present case, we have ensemble simulations $\bar{f}$ with emerging random parameter set $\theta_i$ and observational data $\bar{d}$ with measurement error $\theta$ as a control parameter on the other hand. Assuming that $\bar{f}_i$ is independent of $\bar{d}$, the Bayesian theorem can be expressed as (Paeth et al. 2011b)

$$p(\bar{f}_i | \bar{d}) \propto p(\bar{d} | \bar{f}_i) p(\bar{f}_i)$$

(8)

The posterior (term I) indicates the probability of simulation $\bar{f}_i$ with parameter set $\theta_i$ and statistical parameter $\theta$ given the data $\bar{d}$. It is the product of a likelihood function (term II) as a model for the data and the prior of parameter set $\theta_i$ (term III) as the existing knowledge before collecting the data. Thus, the Bayesian approach allows for distinguishing between prior assumptions on the process model and observational constraints (Collins et al. 2006). Note that the same parameter set $\theta_i$ always leads to the same simulation $\bar{f}_i$ in the deterministic process model.

Assuming that observational errors are normally distributed, the q-dimensional likelihood function is given by

$$p(\bar{d} | \theta) = \frac{1}{\sqrt{(2\pi)^q \text{det}\Sigma}} \cdot \exp \left[ -\frac{1}{2} (\bar{d} - \bar{\theta})^T \Sigma^{-1} (\bar{d} - \bar{\theta}) \right]$$

(9)

where $q$ denotes the number of time steps in $\bar{f}$ and $\bar{d}$, in this case annual means over the period 1900–2100. $\theta$ is the covariance matrix of the observational error. It is a diagonal matrix with parameter $\theta$ supposing that observational errors are IID. This implies that no structural uncertainty is accounted for in terms of temperature measurements over time and space. Determining the spatio-temporal structure of observational errors and, hence, indicating all off-diagonal terms of $\theta$ is beyond the scope of this study. Even the exact value of $\theta$ is unknown: Estimates from Folland et al. (2001) and Brohan et al. (2006) vary between 0.002 °C$^2$ and 0.1 °C$^2$. A thorough error propagation analysis of the original station data underlying the CRU data set would help to solve this problem or, at least, provide an accurate prior distribution for $\theta$. In the present study, $\theta$ is varied as a control parameter in order to assess its impact on the BMA results (cf. Campbell 2005; Tomassini et al. 2007).

The prior of the simulations $\bar{f}$ with individual parameter set $\theta_i$ (term III) arises from the product of the function values $q$ of the Gamma and normal distribution, respectively, for each model parameter $\eta_i$ in ensemble member $i$:

$$p(\bar{f}) = \prod_{i=1}^p p(\eta_i)$$

(10)
This prior definition is problematic in the sense that it assigns a very small probability to parameter sets outside a relatively narrow range around the prior mean parameter set. Therefore, this proceeding is only justified, if a good choice of the prior mode is made. Alternatively, Murphy et al. (2004) have used uniform or trapezoidal instead of triangular prior distributions. In the present study, it will be shown that, on the one hand, the chosen prior mode is reasonable and, on the other hand, the Bayesian filter still leads to a noticeable improvement. In addition, the BMA will also be carried out with a uniform prior in order to assess to what extent the filtered ensemble mean is constrained by the data and by the prior, respectively. Finally, the posteriors are weighted by the normalized likelihood in order to ensure that they sum up to one, and are used as weighting factors for the PPE members. The posterior ensemble mean \( \bar{y}(t) \) at each time step \( t \) which emanates from the BMA approach, is calculated by

\[
\bar{y}(t) = \sum_{i=1}^{m} \left[ p(y|\tilde{d}) \cdot \bar{y}_i(t) \right]
\]

(11)

Accordingly, the ensemble spread of the BMA approach is defined by the time-dependent confidence interval \( [\bar{y}(t) - \alpha(t), \bar{y}(t) + \alpha(t)] \) with

\[
\alpha(t) = \sqrt{\sum_{i=1}^{m} \left[ p(y|\tilde{d}) \cdot (\bar{y}_i(t) - \bar{y}(t))^2 \right]}
\]

(12)

Finally, the so called effective sample size (ESS) is determined by

\[
ESS = \frac{1}{\sum_{i=1}^{m} p(y|\tilde{d})}
\]

(13)

with \( p(y|\tilde{d}) \) being the normalized likelihood weights according to Eq. 9. The ESS represents a measure of the number of ensemble members effectively contributing to the posterior ensemble mean \( \bar{y}(t) \) that emanates from a Bayesian filtering (Doucet et al. 2000). It ranges between \( ESS = n \) in the case that all likelihoods have equal weights \( \frac{1}{m} \) and \( ESS = 1 \) in the case that one of the weights equals 1.

3 Results

Concerning the prescribed time series of total solar irradiance, figure 2 shows that the observed data \( y(t) \) can be well reproduced by a linear combination of three harmonics with periods 176, 88, and 11 years accounting for 92.8% of the total variability of \( y(t) \). Uncertainties in the assessment of solar irradiance towards the beginning of the observed time series and during the prediction period until 2100 are dealt with by a stochastic variation of the phase shift \( \Phi \) (see section 2.2) and an imposed random number that grows larger in the past and in the future (see Fig. 3c). The statistical prediction of \( I_0 \) is also depicted in figure 3c. The panels of figure 3 indicate that the perturbed model parameters are characterized by different amounts of uncertainty. Large uncertainty is associated with the aerosol forcing (Fig. 3c), the greenhouse forcing is more bound (Fig. 3d), and the other parameters denote intermediate uncertainty (Fig. 3a-c), according to the assumptions made in sub-section 2.1.

The results of the PPE approach using the EBM described in subsections 2.1 and 2.2 are summarized in figure 4. The panels refer to different scalings of \( \sigma \) in table 1 as a measure of the amplitudes of perturbation. Each panel contains the ensemble mean time series of annual temperature, the total range of temperature values over 10,000 ensemble members, and the best and worst individual simulation as indicated by the root mean-square error (RMSE) (Wilks 2006) in terms of the observed time series of global-mean temperature. The latter is based on the CRU data set (Mitchell and Jones 2005) in the extended version covering the period 1901–2013. The uncertainty related to this data set is documented in subsection 2.3.

As a common feature of all three panels, the ensemble mean time series starts rising at the end of the 20th century and reaches a warming rate of almost 3 °C in 2100. The best simulation is close to the ensemble mean but with some crucial exceptions (see below). The worst simulation is rather odd and can be characterized by a prominent transition towards very low or very high temperatures at the beginning of the simulation period. This transition arises from a random combination of initial temperature value, stochastic weather forcing and a distinctive albedo feedback (cf. Roe and Baker 2007). Such unrealistic simulations are due to the fact that the random perturbations imposed on the model parameters are fully independent of each other, in contrast to the systematically attuned PPE approach by Culina et al. (2011).

The spread of the ensemble members is proportional to the scaling of \( \sigma \). The temperature change until 2100 is in the range [−1 °C, +6 °C] when scaling the standard deviations in table 1 with a prefactor of \( \Phi = 1 \) (Fig. 4b) and in the range [−4 °C, +10 °C] for \( \Phi = 2 \) (Fig. 3c). The latter is probably too large
Fig. 4: Ensemble mean, minimum-maximum range and two individual temperature evolutions out of 10,000 Monte Carlo simulations. The best and worst simulation is defined by the smallest and largest RMSE, respectively, compared with the observed time series during the period 1901–2013. Values for $\sigma_i$ in table 1 multiplied by a prefactor of $\Phi = 0.5$ (a), $\Phi = 1$ (b), $\Phi = 2$ (c)
compared with the PPE approach by Stainforth et al. (2005). Intuitively, one would assign rather low probabilities to the extreme simulations (cf. Wigley and Raper 2001) – a matter for the BMA approach (see below). The RMSE is also dependent on $\Phi$ (Fig. 4): For the best simulation it is always below 0.3 °C, which is low but still higher than the measurement error of the observations (Folland et al. 2001; Brohan et al. 2006). Stronger perturbations are generally associated with a reduced RMSE of the best simulation, yet the difference is relatively small. In contrast, the RMSE of the worst simulation increases notably with $\Phi$.

Furthermore, the RMSE is a nonlinear function of the number of Monte Carlo simulations (Fig. 5): The best simulation profits from an increasing ensemble size up to 10,000 members; subsequently the RMSE stabilizes around 0.2 °C. The RMSE of the worst simulation has its stabilization level beyond 60,000 ensemble members. This leads to three important conclusions: (1) Despite large PPE sizes and pronounced perturbations, the simulations are close but cannot become closer to the observations because the processes included in the EBM do not allow for it. (2) In the case of the EBM, 10,000 ensemble members appear to be most expedient. In addition, a prefactor of $\Phi = 1$ is retained because it best matches the parameter uncertainty deduced from the literature (see subsections 2.1 and 2.2). (3) For more complex models it can be expected that the optimal number of Monte Carlo simulations is much larger than 10,000 (cf. Jackson et al. 2004).

The results of the BMA approach are illustrated in figure 6, showing the posterior ensemble mean time series $\tilde{\mathcal{Y}}$ from the BMA approach, using a Gamma distributed and a uniform prior, respectively, along with the observed time series until 2013 and the unweighted (prior) ensemble mean over 10,000 PPE simulations. The posterior ensemble means are very close to the observations, at least at the decadal to inter-decadal time scale. In particular, the combined dynamical-statistical approach of EBM and BMA is able to reproduce the warm 1940s, the turnaround with slight cooling in the 1950s and 1960s, and the distinct temperature rise thereafter (cf. Ivanov and Evtimov 2010; Thompson et al. 2010). The prior ensemble mean, which has not learned from the data, only agrees in terms of the recent temperature trend and slightly underestimates the warming rate, just like most state-of-the-art GCMs (Stainforth et al. 2005). Both posterior ensemble means are quite similar to each other, at least they reflect the same decadal component of temperature variability. The RMSE is somewhat lower for the Gamma distributed prior compared with the uniform prior. This indicates that the dominant constraint in the BMA approach is given by the observations, while a second order effect arises from the Gamma distributed prior.

The remarkable performance of the BMA filter as displayed in figure 6 may also be interpreted as the consequence of an overfitting problem. In fact, 9 model parameters are fitted to an observed time series of 113 annual mean values. Given some expectable serial autocorrelation imposed by the combination of weather forcing and albedo feedback (Storch et al. 1999), as well as by solar and radiative forcing, it cannot be ruled out a priori that the number of fitted parameters exceeds the temporal degrees of freedom of the considered time series. To determine the temporal degrees of freedom of the model system, an empirical orthogonal function (EOF) analysis is applied to the 10,000 member ensemble used for the BMA approach and the number of EOFs required to account for a certain part of global-mean total temperature variability is assessed (Fig. 7). The individual runs were filtered by the ensemble mean in order to remove some of the common warming signal due to greenhouse gas forcing. It turns out that at least 25 EOFs are needed to represent 90% of total variability, for 95% it is 41 EOFs and for 99% even 82 EOFs. Depending on the threshold of total temperature variability to be represented, the number of mutually independent EOFs that can be taken as a measure of degrees of freedom (Wilks 2006) is definitely larger than the number of fitted model parameters. Note that the overfitting problem can be neglected entirely when some kind of spatial differentiation is carried out (using spatially undifferentiated model parameters). In figure 6 $\theta = 0.04$ was set, which is at the lower boundary, as compared with the range spanned by Folland et al. (2001) and Brohan et al. (2006).
As \( \theta \) determines the relative values of the likelihood function among simulations \( f \), it dictates how the posterior ensemble mean is composed (cf. Campbell 2005; Tomassini et al. 2007). Figure 8 depicts some aspects of the BMA approach in relation to \( \theta \). The ESS (cf. Eq. 13) strictly increases with \( \theta \). This implies that for small measurement errors, the posterior ensemble mean is highly focussed on the best simulations, while more simulations contribute to \( f(\theta) \) for larger values of \( \theta \). In general, ESS is small, i.e., closer to 1 than to \( m = 10,000 \), because it is constrained by a relatively low measurement error compared with the model bias. At the same time, the RMSE of the posterior ensemble mean tends to decrease slightly with increasing data uncertainty since more aspects from different simulations are taken into account and may enable the dynamical-statistical model to match the observations more accurately. For all considered estimates of \( \theta \), the posterior ensemble mean clearly outperforms the best individual simulation (see dashed line in figure 8). Note that \( \theta > 0.1 \) is quite unrealistic.

In figure 9 the posterior ensemble mean and ensemble range are compared with the CMIP3 and CMIP5 multi-model ensembles of coupled global GCMs as the current standard to assess future climate change (IPCC 2007, 2013; Taylor et al. 2012). Individual simulations from 23 CMIP3 climate models are available for the emissions scenario A1B 48. CMIP5 provides 53 simulations from 25 CGCMs under the RCP4.5 emissions scenario, which is of intermediate nature and comparable (but not identical) to SRES A1B (Meinshausen et al. 2011). The ensemble range of the unweighted PPE approach presented here is much larger than in CMIP3 and CMIP5. Obviously, model parameters differ more in the PPE than in CMIP multi-model approaches (cf. 14.4 14.6 14.8 15.0 15.2 15.4 15.6 15.8 16.0 16.2 1900 1920 1940 1960 1980 2000 temperature in °C year RMSE(BMA-gam) = 0.224 RMSE(BMA-uni) = 0.245
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Fig. 6: Simulated and observed global-mean temperature over the hindcast period 1901–2013, once from the unweighted ensemble mean and once from the data-filtered ensemble mean arising from the BMA approach, once for a Gamma distributed prior (BMA-gam) and once for a uniform prior (BMA-uni), using prefactor \( \Phi = 1 \) and observational parameter \( \theta = 0.04 \)

Fig. 7: Number of EOFs and related cumulative explained variance derived from the ensemble of 10,000 Monte Carlo simulations used for the BMA-gam approach, filtered by the ensemble mean. The vertical dashed lines denote the number of EOFs necessary to represent at least 90\%, 95\% and 99\%, respectively, of simulated global-mean total temperature variability over the period 1900–2013
Stainforth et al. 2007). The data filtering associated with the BMA leads to some crucial differences between $\mathbf{B}(t)$ and conventional CGCM ensemble means, simply because the latter are uninitialized and, hence, not bound to the observed decadal variations of global-mean temperature. Rather they are characterized by a continuous warming trend, which accelerates in the 21st century, but still underestimates the recently observed trend (Stainforth et al. 2007), making it comparable with the prior ensemble means in figure 4. It is arguable whether a BMA approach applied to the CMIP3 and CMIP5 simulations would be able to overcome these deficiencies. In 2100, the posterior ensemble mean matches the CMIP3 ensemble mean because the GHG forcing parameter $\chi(t)$ has been tuned to the mean temperature response of CMIP3 under the A1B scenario (see subsection 2.1). Another important finding is that the ensemble spread of the BMA approach, which has learned from the data, is by far smaller than in all other ensembles, suggesting a lower level of uncertainty in future climate projection. Of course, this is related to the relatively small effective ensemble size (cf. Fig. 8). Anyhow, it represents a clear pleading for weighting individual climate simulations according to their performance.
4 Discussion

Applying the PPE approach to an extended EBM with natural and anthropogenic forcings leads to a large variety of simulated temperature evolutions over the period 1900–2100. Some simulations are rather odd, others match the observed decadal and interdecadal variations of global-mean temperature quite well. The limited complexity of the EBM entails that the RMSE of the best simulations cannot decrease below a certain threshold, which is reached with about 10,000 ensemble members. The BMA method is associated with a distinct learning effect of the EBM, using the data themselves as a benchmark. The posterior ensemble mean time series reproduces the observed early 20th century warming phase, the slight cooling period until the 1970s and the recent temperature rise excellently. At a first glance, the correct decadal variability may arise from the prescribed solar forcing, while the long-term changes may relate to the interplay between greenhouse gas and aerosol forcings. However, the EBM is nonlinear and, hence, the frequency of the forcing is not necessarily identical with the frequency of the climate response. This is supported by the fact that all ensemble members are subject to about the same time series of solar irradiance, but the unweighted ensemble means in figure 4 and 6 do not reflect the observed decadal fluctuations mentioned above. Overfitting does not play a noticeable role in the efficiency of the dynamical-statistical model approach. The success of the BMA concept not only depends on the performance of the process model but also on the measurement error. As the prior distribution of this error is unknown, the BMA was carried out conditionally on $\theta$. Regardless of the choice of $\theta$, the posterior ensemble mean clearly outperforms the best individual temperature simulation. Compared with the CMIP3 and CMIP5 multi-model ensembles of global GCMs, the combined dynamical-statistical model presented here captures many more features of the observed temperature evolution in the 20th century and is characterized by a smaller range of uncertainty in future temperature projection.

The usefulness of the BMA approach has already been reported by many authors (e.g., STAINFORTH et al. 2005; TEBALDI et al. 2005; MIN and HENSE 2006; TOMASSINI et al. 2007; PAETH et al. 2011b) as well as the need for large ensembles with randomly disturbed model physics (e.g., HASSELMANN 1976; RAISÄNEN and PALMER 2001; PALMER and WILLIAMS 2008). The new point about the present study is that the PPE concept was applied to a physically based, though zero-dimensional, climate model, which has a good performance in terms of global-mean temperature and allows for the realization of more than 10,000 ensemble members in order to meet the criterion by JACkSON et al. (2004). Several of such and even larger ensembles were created to assess how the dynamical-statistical model depends on crucial constraints such as the amplitudes of parameter perturbations, the ensemble size, the uncertainty of the data and different shapes of the prior distribution (cf. FRAME et al. 2005).

In terms of $\overline{\text{P}}_B$, a comparable reproduction of 20th century global-mean temperature was also achieved by statistical modeling (SCHÖNWIESE et al. 2010), but with a limited prospect of climate prediction, and by global GCMs with natural and anthropogenic forcings (STOTT et al. 2000; IPCC 2007, but with much more computational effort and a much smaller ensemble size. The size of the PPE is related to the probability of getting a ‘good’ simulation. Possibly the required number of runs can be reduced by implementing systematic rather than purely random perturbations (cf. CUNTA et al. 2011). Using the so-called discrepancy as a measure of the model’s prior structural imperfection may also help to exclude inadequate simulations (SEXTON et al. 2012, SEXTON and MURPHY 2012). Nevertheless, a large ensemble also ensures a more accurate shaping of the PDFs for probabilistic forecasts (RAISÄNEN and PALMER 2001; WIGLEY and RAPER 2001).

5 Conclusions

Although the presented dynamical-statistical model appears to have some skill at the level of global-mean temperature, the resulting temperature prediction should not be over-interpreted in a quantitative sense. Therefore, the complexity of the EBM is not sufficient. Especially, important feedbacks of the real climate system, which affect climate sensitivity, are missing (cf. HANSEN et al. 2006; ROE and BAKER 2007). For instance, it cannot be ruled out that the model correctly reproduces the observed decadal-scale fluctuations of global mean temperature for the wrong reason, because the relevant processes, e.g., like ocean circulation as suggested by KEEVYSLIDE et al. (2008), are not accounted for in the EBM. While some additional processes such as a temperature-dependent term in the equation for $\tau(t)$ (Eq. 7) could be incorporated in the EBM as a measure of the temperature-water vapour feedback or the oceanic carbon sink feedback, the strength of this approach lies more in the prospect of sensitivity studies. One promising application could be the testing of a large number...
of different scenarios for anthropogenic forcing (cf. Kettleborough et al., 2007; Schenk and Lensink 2007) and their interplay with natural climate drivers or the investigation of individual extreme events such as severe volcanic eruptions and meteor strikes.

Undoubtedly, GCMs and even more Earth system models represent the only tool to predict climate in a reliable way, because they – hopefully – account for most of the relevant processes in the climate system (Murphy et al. 2004). However, the insights into PPEs gained from this study suggest that the GCM ensemble sizes generated until now in the PPE context (e.g. Stainforth et al. 2005; Collins et al. 2006) and in the CMIP framework of the IPCC (IPCC 2007, 2013) are nowhere near large enough (cf. Jackson et al. 2004). It is likely that we have to long for computing resources allowing for ensemble sizes beyond one million members.
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